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Abstract

Wi-Fi signals, in contrast to cameras, offer privacy pro-
tection and occlusion resilience for some practical scenar-
ios such as smart homes, elderly care, and virtual reality.
Recent years have seen remarkable progress in the esti-
mation of single-person 2D pose, single-person 3D pose,
and multi-person 2D pose. This paper takes a step for-
ward by introducing Person-in-WiFi 3D, a pioneering Wi-Fi
system that accomplishes multi-person 3D pose estimation.
Person-in-WiFi 3D has two main updates. Firstly, it has a
greater number of Wi-Fi devices to enhance the capability
for capturing spatial reflections from multiple individuals.
Secondly, it leverages the Transformer for end-to-end esti-
mation. Compared to its predecessor, Person-in-WiFi 3D is
storage-efficient and fast. We deployed a proof-of-concept
system in 4m × 3.5m areas and collected a dataset of over
97K frames with seven volunteers. Person-in-WiFi 3D at-
tains 3D joint localization errors of 91.7mm (1-person),
108.1mm (2-person), and 125.3mm (3-person), comparable
to cameras and millimeter-wave radars. The project page
is at https://aiotgroup.github.io/Person-in-WiFi-3D.

1. Introduction

Human pose estimation is a critical technology with broad
applications in areas like elderly care, virtual reality, and
smart homes. To achieve precise pose estimation, re-
searchers have explored various methods, including cam-
eras [2, 6, 18, 26, 33], radars [1, 13, 15, 23, 39], and Wi-Fi
signals [10, 21, 22, 28, 29, 41]. Among these, camera-based
solutions are most extensively studied, supported by a large
research community and a wealth of labeled and unlabeled
data. This has led to the development of well-known frame-
works like convolutional pose machines [33], OpenPose [2],
AlphaPose [6], Hourglasses network [18], HRNet [26], and
more. However, camera solutions are not always applica-
ble due to their dependence on proper lighting conditions
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and field of view. They also struggle in severe occlusion
scenarios. Additionally, cameras capturing sensitive infor-
mation such as identity and appearance can lead to privacy
concerns in scenarios where privacy is paramount.

Unlike camera-based solutions, Wi-Fi methods are re-
silient to occlusions and do not capture sensitive personal
details, making them well-suited for indoor scenarios. Cur-
rent Wi-Fi solutions have advanced in estimating single-
person 2D/3D poses. This process involves a regression
problem, mapping Wi-Fi signal variations, caused by an in-
dividual’s movements and presence, to their corresponding
2D/3D pose coordinates. For instance, WiSPPN [28] pre-
dicts 2D keypoint coordinates using pose adjacent matrix
similarity loss. Similarly, MetaFi++ [41] estimates 2D co-
ordinates employing mean squared error loss. In single-
person 3D pose estimation, solutions like WiPose [10],
Winect[21], and GoPose [22] also utilize mean squared er-
ror to learn 3D coordinates. In the case of Wi-Fi-based
multi-person pose estimation, it’s challenging to distinctly
segment individuals from 1-dimensional (1D) Wi-Fi sig-
nals. Addressing this, Person-in-WiFi [29] adopts tech-
niques from OpenPose [2], initially regressing keypoint
heatmaps and part affinity fields, and then associating these
with individuals. One alternative approach is Densepose
from Wi-Fi [7], which transforms 1D Wi-Fi signals to
1280×720×3 image-like tensors under the supervision of
synchronized images. This method may favor overfitting
colors in training scenes, such as the color of subjects’
clothing and surrounding objects, as Wi-Fi signals do not
inherently capture color information.

Up to now, multi-person 3D pose estimation using Wi-
Fi signals remains an unsolved challenge. In our initial at-
tempt to evolve Person-in-WiFi into a 3D version for 14
keypoints, we represented multi-person poses with 3D key-
point heatmaps ∈ 14× 64× 64× 64 and 3D part affinity
fields ∈ 42×64×64×64. We replaced 2D operations, like
convolutions in Person-in-WiFi, with 3D counterparts, and
modified the pose-processing algorithms to produce 3D co-
ordinates from the 3D heatmaps and fields. However, this
deep network failed to converge. We identified six major
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Figure 1. This paper presents Person-in-WiFi 3D, the first multi-person 3D pose estimation system with Wi-Fi signals.

shortcomings in this approach: (1) the 3D network’s exces-
sive size; (2) slow training of the 3D network; (3) sluggish
3D post-processing; (4) coarse spatial resolution, for exam-
ple, e.g., 4000mm/64 = 62.5mm in a 4m×4m×4m space;
(5) the lack of an end-to-end process, leading to error ac-
cumulation during network prediction and post-processing;
(6) inefficient use of storage and memory, as large matrices
for keypoint heatmaps and part affinity fields are primarily
used to store 3D pose coordinates ∈ p×14×3 for p persons.

In this paper, we introduce Person-in-WiFi 3D. Com-
pared to its 2D predecessor, Person-in-WiFi 3D features
two significant updates. Firstly, it incorporates three Wi-Fi
receivers placed at the corners of the sensing area, captur-
ing more signal reflections from different human body parts.
Secondly, Person-in-WiFi 3D is based on Transformer [27]
and DETR [3], enabling direct estimation of multi-person
3D poses from Wi-Fi signals. Person-in-WiFi 3D consists
of three modules: a Wi-Fi encoder, a pose decoder, and a
refine decoder. The Wi-Fi encoder is designed to extract
global context from tokenized Wi-Fi signals. In the pose de-
coder, multiple queries, initialized randomly, interact with
the globally extracted information to predict a set of poses.
The refine decoder then further refines these predictions.
We approach multi-person pose estimation as a set predic-
tion task and utilize a set-based Hungarian loss, ensuring
each individual’s ground-truth pose is uniquely predicted.
Our system achieves 3D joint localization errors of 91.7mm
in single-person scenarios, 108.1mm in two-person scenar-
ios, and 125.3mm in three-person scenarios, as proven on a
self-collected dataset with over 97,000 Wi-Fi samples. Our
contributions in this work are outlined below:

(1) We introduce Person-in-WiFi 3D, a pioneering sys-
tem designed for estimating multi-person 3D poses using
Wi-Fi signals, marking a first in this area.

(2) We develop the Wi-Fi Pose Transformer, an innova-
tive algorithm that converts Wi-Fi signals into multi-person
3D poses in an end-to-end manner.

(3) We comprehensively evaluate Person-in-WiFi 3D in

our self-collected dataset, over 97,000 samples. Our dataset
is ethically cleared for public release. This makes it the
first Wi-Fi pose estimation dataset available for open access,
promising to expedite future research in this domain.

2. Related work
2.1. Human Pose from Images

Multi-person pose estimation from images is a task of de-
tecting joint keypoints of every person in images. It basi-
cally has two main paradigms, i.e., top-down and bottom-
up. In the top-down paradigm, a person detector like
Faster RCNN [8] and Yolo [20] first crops regions of ev-
ery person from an image, then a single-person pose esti-
mator regresses the person keypoints region by region. This
paradigm is more accurate and has many record-breaking
work, such as Hourglass networks [18], AlphaPose [6],
and HR-Net [26]. In contrast, the bottom-up paradigm
firstly regresses all keypoints of all persons in an image,
then performs keypoint grouping methods, e.g., part affin-
ity fields [2], associative embedding [19], and graph clus-
tering [11], to align the regressed keypoints to every per-
son. This paradigm has the advantage of reducing the time
cost of pose estimation as the number of people largely
increases. Recently, following the above two paradigms,
multi-person 3D pose estimation can be achieved with
RGB/D images [34, 43]. Since Wi-Fi signals carry the com-
bined changes caused by all persons in the surroundings,
we cannot crop information belonging to every person from
Wi-Fi signals. Thus, the bottom-up paradigm is more suit-
able for multi-person pose estimation from Wi-Fi signals.

2.2. Human Pose from Wi-Fi

Human pose estimation from WiFi signals is a rela-
tively new and emerging research area that targets privacy-
preserving and occlusion use scenarios. Current Wi-Fi
work have made notable advancements in single-person
2D pose estimation [28, 41], single-person 3D pose es-



timation [10, 21, 22], and multi-person 2D pose estima-
tion [29]. However, the multi-person 3D pose estimation
is still unsolved. In the hardware aspect, WiSPPN [28] and
MetaFi++ [41] use 1 transmitter and 1 receiver for single-
person 2D pose estimation. Several work achieve single-
person 3D pose estimation with more Wi-Fi transceivers to
capture more reflection information from human body. For
example, WiPose [10] uses 1 transmitter and 3 receivers;
GoPose [22] and Winect [21] both apply 1 transmitter and 4
receivers. Unfortunately, these single-person pose estima-
tion approaches cannot extend to multi-person pose estima-
tion because their algorithms have no person detection strat-
egy or keypoint grouping method. Person-in-WiFi [29] is
the first multi-person 2D pose estimation work, which lever-
ages part affinity fields [2] for keypoint grouping. However,
multi-person 3D pose estimation from Wi-Fi signals is still
an open problem.

3. Wi-Fi Signals
Channel State Information.

Wi-Fi devices communicate via multiple subcarriers in
orthogonal frequency. The propagation process of the Wi-
Fi signals between the transmitter and the receiver can be
formalized as Eq. 1.

Yi = HiXi + ni, i ∈ [1, n] (1)

where i is the subcarrier index; Xi is the bits sent by the
transmitter via the ith subcarrier; Yi is the bits received
at the receiver via the ith subcarrier; ni represents the
noise. During the propagation, Wi-Fi signals undergo vari-
ous distortions including the influence of propagation dis-
tance, scattering, power fading, etc. Hi symbolizes the
signal distortion summary, technically known as the Chan-
nel State Information (CSI). It is represented as a complex-
value number, from which we can derive both amplitude
and phase. In Wi-Fi systems, CSI phases are often disrupted
by noise and other interferences like time lag, random phase
offsets due to device imperfections, and measurement pro-
cess noise [30, 35]. We employ a phase denoising method
based on linear transformation, as proposed in PhaseFi [30],
to mitigate these interferences in CSI phases. An example
of this denoising result is illustrated in Fig. 2.

Recording CSI over a period captures time-series Wi-Fi
distortions triggered by environmental changes, including
the presence and movements of people nearby. This is the
underlying principle enabling Wi-Fi signals to estimate hu-
man poses.

Hardware Configurations. Our data collection setup
includes four ThinkPad X201 laptops, one as a transmit-
ter and the remaining three as receivers, all equipped with
Intel 5300 network cards. The deployment is arranged as
illustrated in Fig. 3. The transmitter is configured to broad-
cast Wi-Fi in channel 128 (5.64GHz) with 30 subcarriers

Figure 2. CSI Phase denoising, where the left is the original phase,
and the right is the phase after denoising.

Figure 3. One of our experiment areas, a rectangle of 4m× 3.5m,
where the camera is in the center of the horizontal axis facing the
experimental area.

and one antenna at a rate of 300 packets per second. The
three receivers are set up to monitor the channel, each uti-
lizing three antennas. Concurrently, an Azure Kinect cam-
era captures RGB-D videos at 15 frames per second. We
manually synchronize Kinect with the three receivers before
the recording begins. Consequently, CSI samples, sized
1×3×3×30×20, are synchronized with one video frame.
The five dimensions of CSI samples respectively represent
the meanings of
(#transmitter, #receiver, #antenna, #subcarrier, #time).

4. Transformer for Person-in-WiFi 3D
• Tokenization. The first issue we address is the effective
tokenization of CSI samples. In language models, tokens
are typically discrete words or characters organized tem-
porally. In Vision Transformers (ViT) [4], tokens are spa-
tially ordered image patches. Our aim is to sequence CSI
tokens, considering CSI samples are inherently time-series
data. Besides, the distinct locations of the transmitter, re-
ceivers, and antennas incorporate spatial information. We,
therefore, flatten these to form a tensor, whose dimensions
are interpreted as
#transmitter×#receiver×#antenna×#time, #subcarrier.
with the first dimension encompassing spatial-temporal el-
ements. For our specific CSI samples, this results in 180 to-
kens (1×3×3×20), where each token is a vector ∈ 1×30,
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Figure 4. Person-in-WiFi 3D employs a teacher-student framework, where the Azure Kinect serves as the supervisory element. The
primary function of the Wi-Fi encoder and decoder within this framework is to generate 3D poses. Subsequently, the refine decoder is
tasked with refining these initial outputs. To facilitate training the network in an end-to-end manner, a set-based Hungarian loss is utilized.

representing the subcarriers. We then combine the ampli-
tudes and denoised phases along the subcarrier dimension,
leading to each token being ∈ 1 × 60. A fully-connected
layer is subsequently used to upscale each token to a di-
mension of ∈ 1× 256.

• Spatial-temporal Embedding. CSI sample tokens are
organized in a spatial-temporal sequence. To aid in dis-
tinguishing these tokens, we introduce randomly initialized
and learnable spatial-temporal embeddings (STE), each of
dimension ∈ 1 × 256. These embeddings are added with
each token. After that, we have an input of ∈ 180 × 256,
which forms the foundation for the Wi-Fi encoder to effec-
tively learn pose representation from the CSI samples.

• CSI Encoder. Our architecture incorporates six en-
coder layers to process CSI features, each comprising a
multi-head self-attention module and a feed-forward net-
work, which are fundamental components in the Trans-
former architecture [27]. After the encoder stage, we uti-
lize a Multi-Layer Perceptron to produce an initial set of
3D poses and corresponding scores, denoted as Pinit ∈
180× (3K) and Sinit ∈ 180× 1, respectively. In our ex-
periments, we select K as 14, which represents the 3D co-
ordinates of 14 distinct keypoints.

• Pose Decoder. Following the approach of DETR [3],
our Pose decoder, equipped with 100 randomly initialized
and learnable queries, regresses a set of 3D body coordi-
nates P ∈ 100×(3K) along with corresponding confidence
scores. The decoder layers are structured as basic blocks of
the DETR decoder [3], and we stack three such layers.

Additionally, drawing inspiration from Deformable-
DETR [42], we are not to predict a full pose at the final
layer, but rather to predict an offset at each layer. The out-
put poses from each layer are calculated as the cumulative

sum of the coordinates from the previous layer and the pre-
dicted offsets for that layer. In other words, given the pose
Pd−1 predicted by the (d−1)th decoder layer, the dth layer
outputs the pose as per the equation:

Pd = Pd−1 +∆Pd (2)

where ∆Pd represents the offsets predicted at the dth layer.
The initialized poses P0 ∈ 100× (3K) are sampled from
Pinit based on their confidence score ranking. This method
of offset prediction ensures that each layer of the decoder is
adequately constrained.

• Refine Decoder. The concept of refinement in our sys-
tem is inspired by PETR [24]. Our refine decoder is specif-
ically crafted to fine-tune the keypoint coordinates for more
precise predictions. The layers of the refine decoder are
modeled after the basic blocks of the DETR decoder [3],
and we employ three such layers in the stack. Mirroring the
pose decoder, each layer in the refine decoder produces a
relative offset ∆J = (∆x,∆y,∆z). The joint coordinates
output by the dth layer adhere to the equation:

Jd = Jd−1 +∆Jd (3)

Differing from the pose decoder, the refine decoder selects
only G bodies for refinement. In the training phase, we
use set-based Hungarian bipartite matching [14] between
the pose decoder outputs P ∈ 100 × (3K) and the ground
truth Pgt ∈ G × (3K) to choose G bodies for refinement.
During inference, in the absence of ground truth, this selec-
tion is based on confidence scores.

• Loss Function. In our system, we implement a set-
based Hungarian loss [14] to ensure each person’s ground-
truth pose receives a unique prediction. The focal loss func-
tion [16] is used as the classification loss to determine the



accuracy of predicting a body as a person. Additionally,
we employ Mean Squared Error (MSE) loss for keypoint
regression. The total loss function is expressed as:

L = Lcls + λLkpt (4)

where λ is a balancing weight between classification and
regression. The formula for Lkpt is:

Lkpt = mean(||P̂ − Pgt||2). (5)

In this equation, P̂ and Pgt denote the predicted 3D joint
coordinates and the ground truth, respectively.

The formula for Lcls is given by:

Lcls =

{
−α(1− ŷ)γ log(ŷ) if y = 1

−αŷγ log(1− ŷ) otherwise.
(6)

Here, α and γ are factors adjusting the impact of positive
vs. negative samples and easy vs. hard samples, while y
and ŷ represent the class labels and confidence scores, re-
spectively.

• Training Details. We optimize Person-in-WiFi 3D us-
ing the Adam optimizer [12], set with a momentum of 0.9
and a weight decay of 10−4. The batch size for training is
set at 32. The training process spans 500 epochs, starting
with an initial learning rate of 2 × 10−5. This rate is re-
duced by a factor of 0.1 at the 450th epoch. In Eq.6, we
set an α value of 0.25 and a γ value of 2. To balance the
classification and keypoint localization losses, the weight λ
is set at 35 in Eq. 4.

5. Experiment
5.1. Dataset Acquisition

Dataset diversity. We recruited 7 volunteers, with heights
of 160-177cm and weights of 55-70kg, to perform 8 daily
actions in 3 locations with different degrees of multipath ef-
fects: an office, a classroom, and a corridor. The actions
were reaching out, raising hands, bending over, stretching,
sitting down, lifting legs, standing, and walking. In each lo-
cation, 1-4 volunteers freely performed these actions for 40
seconds, and we recorded 152 clips of 40 seconds each, in-
cluding 32 single-person, 48 two-person, 48 three-person,
and 24 four-person scenarios. This approach resulted in
a total of 456 CSI and RGB-D clips, ensuring the dataset
captured a wide variety of volunteers, actions, places, and
combinations of these elements across different time.

Dataset statistics. We possess 456 RGB-D clips, each
40 seconds long, with a total of 600 frames per clip (first
550 for training, last 50 for testing) and 270,000 frames
overall. Multi-person 3D keypoint coordinates are gener-
ated from these video clips using the Kinect Body Tracking
SDK, then act as CSI annotations for network training and

evaluation. However, the SDK’s performance on our clips
was not entirely satisfactory. We meticulously cleaned the
dataset, frame by frame, discarding samples that the SDK
failed, e.g., the 4-person case. As a result, we have a dataset
with over 97,000 samples, the details of which are outlined
in Table. 1.

1-person 2-person 3-person all
training 28121 36242 25583 89946

test 2586 3184 2054 7824

Table 1. Dataset statistics.

5.2. Evaluation Metrics
(1) Mean Per Joint Dimension Location Error (MPJ-
DLE). Person-in-WiFi 3D estimates multi-person pose in
3D dimension: horizontal, vertical, and depth. We can com-
pute the location error of the horizontal dimension as re-
ported in mmPose-NLP [23] with Eq. 7 and Eq. 8.

PJDLE(k, h) =
1

F

F∑
f=1

1

Pf

Pf∑
p=1

|pre(f, p, k, h)− gt(f, p, k, h)|1

(7)

MPJDLE(h) =
1

K

K∑
k=1

EPJDLE(k, h) (8)

where pre(f, p, k, h) and gt(f, p, k, h) denote the predicted
and ground truth positions, respectively, for the horizon-
tal dimension of the kth joint of the pth person in the f th

frame. The ||1 notation is used to calculate the L1 distance.
Therefore, PJDLE(k,h) represents the Per Joint Dimension
Localization Error (PJDLE) for the kth joint in the horizon-
tal dimension. MPJDLE(h) is the Mean PJDLE calculated
across all joints in the horizontal dimension. Similarly, we
can compute MPJDLE(v) for vertical MPJDLE, and MPJ-
DLE(d) for depth MPJDLE.

(2) Mean Per Joint Position Error (MPJPE). If we
compute L2 distances between 3D predictions and 3D
ground truth as Eq. 9, we have joint position errors.

PJPE(k) =
1

F

F∑
f=1

1

Pf

Pf∑
p=1

∥pre(f, p, k)− gt(f, p, k)∥2 (9)

MPJPE =
1

K

K∑
k=1

EPJPE(k) (10)

PJPE(k) is for the PJPE of the kth joint. MPJPE is the mean
of all PJPE(k), which is widely used to evaluate 3D human
pose estimation [9].

5.3. Results

Table. 2 presents PJPE and PJDLEs across horizontal, verti-
cal, and depth dimensions, with units in millimeters (mm).



Joint PJPE PJDLE(h) PJDLE(v) PJDLE(d)
neck 81.6 41.0 39.6 47.5
head 88.4 43.3 43.2 52.2

left shoulder 90.5 47.5 41.2 52.6
right shoulder 92.5 50.3 40.9 53.8

left elbow 124.1 65.2 55.3 71.6
left hip 72.9 38.1 30.2 46.3

right elbow 132.9 71.2 58.3 76.1
right hip 74.7 40.5 30.2 46.8
left hand 182.1 91.0 98.2 87.9
left knee 85.1 38.9 33.2 58.3

right hand 202.9 97.8 111.3 97.9
right knee 86.9 40.4 33.0 59.4
left ankle 92.1 41.2 38.4 61.4

right ankle 94.1 43.2 39.2 62.4
Mean 107.2 53.5 49.4 62.4

Table 2. MPJPE and MPJDLEs, measured in millimeters (mm).

Notably, the largest prediction errors occur in the left and
right hands, with 182.1mm and 202.9mm, respectively.
This higher error rate is attributed to the greater diversity
in hand movements compared to overall body movements.
The final MPJPE is calculated at 107.2mm, a level of pre-
cision suitable for various applications like indoor person
localization and tracking, intrusion detection, and coarse-
grained action recognition. Similarly, PJDLEs for the left
and right hands also exhibit the largest errors, for reasons
analogous to those for MPJPE. The mean joint dimen-
sion location errors, MPJDLEs, are 53.5mm, 49.4mm, and
62.4mm in the horizontal, vertical, and depth dimensions,
respectively.

Table. 3 displays the estimation errors in scenarios with
one, two, and three persons. We observe that the predic-
tion errors escalate with an increasing number of people.
For instance, considering MPJPE, there is an increase of
16.4mm from 1-person scenarios (91.7mm) to 2-person sce-
narios (108.1mm), and a further increase of 17.2mm from
2-person to 3-person scenarios, closely aligning with the
16.4mm increment. We infer that transitioning from single-
person to multi-person 3D pose estimation is not inherently
problematic for the Wi-Fi system. Rather, the current lim-
itations in achieving multi-person 3D pose estimation are
algorithmic, not due to inherent constraints of the capabili-
ties of Wi-Fi system.

To gain a clearer understanding of prediction error distri-
bution, we analyzed the cumulative distribution of MPJPE,
categorizing it into four segments: upper body, arms, mid-
dle body, and legs. This categorization, shown in Fig. 5,
helps prevent overlapping of the curves. From the figure,
it is evident that 50% of the MPJPEs for pose estimation
in the upper body, middle body, and legs are under 80mm,
while 90% are under 170mm. However, for the arms, partic-

Metric 1-person 2-person 3-person
MPJPE 91.7 108.1 125.3

MPJDLE(h) 42.4 51.2 60.6
MPJDLE(v) 43.3 47.7 53.8
MPJDLE(d) 50.0 60.4 69.7

Table 3. As the number of people in the scene increases, the pre-
diction errors increase.

Figure 5. Cumulative distribution of MPJPE in four groups i.e.,
upper body, middle body, legs, and arms.

ularly the left and right hands, the MPJPEs are significantly
higher, with 50% of estimations falling within 140mm and
90% within 380mm. Both Table. 2 and Fig. 5 underscore
the increased difficulty in accurately estimating arm joints
compared to others. We think this problem could be re-
lieved by enhancing the dataset with more diverse arm po-
sitions in future research.

5.4. Visualization and Failure cases

We visualize multiple instances of multi-person 3D pose es-
timation predictions across three different rooms, as shown
in Fig.1. It is important to note that these images are used
solely for visualization purposes and are not included in the
deep model training. The figure demonstrates that Person-
in-WiFi 3D effectively localizes people, which could be
leveraged for tracking purposes. Additionally, it can esti-
mate a variety of actions, such as sitting, raising hands, and
walking. More crucially, even though the MPJPEs for arm
joints are higher compared to other joints, the predictions
are sufficiently accurate to identify the actions being per-
formed. Therefore, Person-in-WiFi 3D is also capable of
supporting action and interaction recognition applications.

In Fig.6, we present some typical failure cases of Person-
in-WiFi 3D. The leftmost figure illustrates the system is
challenging to accurately estimate the positions of spare
hand gestures. The middle figure depicts a scenario where
Person-in-WiFi 3D incorrectly locates a person about one



Figure 6. Failure cases, (1) spare gestures (2) location prediction
error, (3) out of sensing area.

meter away from their actual position. The last figure high-
lights an instance where Person-in-WiFi 3D fails to detect a
person situated out of the system’s coverage area. Address-
ing these shortcomings will likely require collecting more
data, deploying additional devices, etc.

Metric Person-in-WiFi 3D WiPose∗

MPJPE 91.7 101.8
MPJPE(h) 42.4 42.1
MPJPE(v) 43.3 47.8
MPJPE(d) 50.0 58.0

Table 4. Person-in-WiFi 3D is more accurate than WiPose.
(WiPose∗ is not officially released yet. The results here originate
from our independent reproduction of WiPose.)

5.5. Comparison with existing work

• Comparison with WiPose. All current Wi-Fi-
based pose estimation research has not been open-sourced
in terms of signal processing, network frameworks, or
datasets. We independently reproduced WiPose [10] and
tested it using our dataset for single-person scenarios. As
shown in Table. 4, Person-in-WiFi 3D demonstrates better
performance in single-person 3D pose estimation compared
to WiPose.

• Comparison with Person-in-WiFi. Person-in-
WiFi [29] focuses on multi-person 2D pose estimation. We
dedicated nearly half a year to adapting it for 3D pose es-
timation, but unfortunately, these efforts were unsuccess-
ful. Person-in-WiFi faces several challenges in the realm
of multi-person 3D pose estimation, challenges which our
Person-in-WiFi 3D effectively overcomes.

(1) inefficient use of storage and memory. Extending
Person-in-WiFi for 3D poses necessitates the use of 3D

Joint Heatmaps (JHMs) and 3D Part Affinity Fields (PAFs)
for pose grouping, leading to significant storage and mem-
ory requirements. Specifically. The JHMs ∈ 14 × 64 ×
64 × 64 × 64 for 14 keypoints, and the PAFs are sized at
42× 64× 64× 64× 64 for 42 limbs across 3D axes. Stor-
ing JHMs and PAFs for a single frame requires about 7 to
8MB, amounting to roughly 2TB for all frames. In contrast,
our method uses a ground truth tensor sized as the number
of persons p × 14 × 3 axes per frame, which totals to ap-
proximately 200MB for all frames, significantly reducing
the storage demand.

(2) slow training. We extend Person-in-WiFi to a two-
stream 3D UNet. Since UNet has to store all middle feature
maps, JHMs, and PAFs, the minibatch size is limited to 4
on an Nvidia 3090 GPU. On our dataset, to train one epoch,
the extended Person-in-WiFi takes ∼6 hours on one Nvidia
3090 GPU. In contrast, our work supports the minibatch
size of 64, only taking 20mins to train one epoch.

(3) sluggish pose grouping. We also extended the pose
grouping from 2D to 3D. It takes about 10s to conduct pose
grouping for 1 frame using 3D JHMs and PAFs. In contrast,
our method can produce 3D human poses at 54fps.

• Comparison to cameras and millimeter-wave
radars. Recent camera-based solutions for multi-person
3D pose estimation have reported MPJPEs in the range of
54-70mm [5, 32, 40]. Zhang et al. [37] reported MPJPE
of 29.9mm on self-collected data using millimeter-wave
radars. The MPJPE of Person-in-WiFi 3D stands at
91.7mm in single-person scenarios and 107.2mm in multi-
person scenarios, comparable to cameras and millimeter-
wave radars. We also tried to apply PETR [24] directly
applied to our task, and the MPJPE is 219.0, showcasing
the effectiveness of our enhancements. Notably, Person-in-
WiFi 3D is trained with annotations automatically gener-
ated by the Azure Kinect SDK, whose performance lim-
its the upper bound of Person-in-WiFi 3D. Nevertheless,
Person-in-WiFi 3D is still the first work that achieves multi-
person 3D pose estimation with Wi-Fi signals.

5.6. Ablation Study

• Number of receivers. Our configuration includes a di-
agonally opposed transmitter, two transmitter, and three re-
ceivers, arranged at the corners of a rectangular area to es-
tablish the sensing zone. With three pairs of transmitters
and receivers, Person-in-WiFi 3D is adept at capturing Wi-
Fi signals reflected from the human body at different angles.
While the reduction of receivers will lead to a considerable
drop in system performance, as shown in Table 5.

3 receivers R1+R2 R1+R3 R2+R3 R2
MPJPE(mm) 107.2 148.5 142.8 144.2 173.0

Table 5. Performance on the number of receivers.



without Refine decoder with Refine decoder
MPJPE 116.1 107.2

MPJPE(h) 54.7 53.5
MPJPE(v) 46.9 49.4
MPJPE(d) 65.8 62.4

Table 6. Refine decoder improves pose estimation performance.

Metric amplitude amplitude+phase. A. and P.(de.)
MPJPE 192.4 137.7 107.2

MPJPE(h) 105.6 61.6 53.5
MPJPE(v) 103.1 71.1 49.4
MPJPE(d) 71.9 70.0 62.4

Table 7. Incorporating phase information and applying denoising
significantly improves the system outcomes. ‘A. and P.(de.)’ indi-
cates the use of amplitude with denoised phase.

Metric Cross-Person Cross-Environment
MPJPE 131.6 626.4

MPJPE(h) 76.1 414.5
MPJPE(v) 57.4 304.8
MPJPE(d) 62.2 133.0

Table 8. Experimental results of the Cross-Person and Cross-
Environment settings.

• Refine decoder. We conduct an ablation experiment on
the Refine decoder, with results detailed in Table. 6. These
results demonstrate that the Refine decoder improves pose
estimation performance.

• Phase and Phase Denoising. Table. 7 presents the ab-
lation study results on phase denoising. We explore three
scenarios: using only amplitude, combining amplitude with
non-denoised phase, and using amplitude with denoised
phase. The experimental findings indicate that incorporat-
ing phase information and applying denoising significantly
improves outcomes of Person-in-WiFi 3D.

• Occlusion. To assess the adaptability of Person-in-
WiFi 3D to occlusion scenarios, we placed a white screen
obstructing the front perspective of the Kinect, while a side-
view camera captured images, as shown in Fig. 7. The fig-
ure demonstrates Person-in-WiFi 3D remains functional
in detecting persons even when their view is obstructed.
Due to the absence of ground truth data from the occluded
Kinect perspective, we are unable to provide quantitative
results for these scenarios.

• Cross-domain ability. Person-in-WiFi 3D under-
goes evaluation in both leave-one-person-out and leave-
one-environment-out scenarios. The results, displayed in
Table.8, show that in cross-person cases, Person-in-WiFi
3D effectively recognizes poses despite individual dif-
ferences in body shape and movement habits. How-
ever, Person-in-WiFi 3D does not implement any cross-
environment adaptation strategies, leading to a large decline
in performance during cross-environment testing.

Figure 7. Person-in-WiFi 3D remains functional in detecting per-
sons when their view is obstructed.

6. Conclusion

We presented Person-in-WiFi 3D, a fully end-to-end ap-
proach that takes the multi-person 3D pose estimation task
as a set-based prediction problem and achieves it elegantly
with a Transformer framework. However, the current sys-
tem still has several limitations.

(1) The upper-bound performance Person-in-WiFi 3D is
severely limited by the Azuere Kinect Body Tracking SDK.
However, the current SDK works badly in cases where there
are more than 3 persons in the view. Future work can intro-
duce VICON system [25], IMUs [36], and optical mark-
ers [17] for more accurate annotations.

(2) Person-in-WiFi 3D has 4 distributed Wi-Fi
transceivers. Accurately adjusting their relative spa-
tial configurations, including positions, elevations, and
antenna orientations, to different places is challenging
to ensure cross-location generalization. Future efforts
could focus on increasing the tolerance of spatial con-
figurations, perhaps by using environment-independent
features like BVP [38] and propagation models such as
Fresnel Zone [31] in Wi-Fi signal preprocessing and deep
networks, or focus on large model pre-training and efficient
cross-environment finetuning.
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